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structure of RBM

What is the goal of RBM?
• Input data ≈ Reconstruction
• Extract Latent factor at hidden layer

How is “RBM” employed in ANN?
• pretraining DBN
• AutoEncoder

How to extract features from sRBM?
Count Spike!

Extracting features from sRBM1. Outline
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- Math for AI

- Computer Vision

- Machine Learning

- Deep Learning

- Natural Language Processing

Extracting features from sRBM1. Outline
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face recognition via HOG

Feature Matters!

Feature extractor for ANN2. HOG
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Feature extractor for ANN2. HOG
Recap: 2023-S intern

Trained sRBM with better feature
Feature Extractor : CNN
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Feature extractor for ANN2. HOG

Again, Feature Matters!
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Hidden

structure of RBM

What to count?

Visible

Feature extraction

Reconstruction

3. Spike 
Counting Reconstruction vs Feature Extraction
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3. Spike 
Counting Reconstruction vs Feature Extraction

sRBM actually “sees” image like this!
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Why low for 5, 8?
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3. Spike 
Counting Reconstruction vs Feature Extraction

Where, How to use the feature?

• SVM (Support Vector Machine)
• MLP (Multi-Layer Perceptron)
• new sRBM (Deep-sRBM)
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3. Spike 
Counting Reconstruction vs Feature Extraction
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3. Spike 
Counting Reconstruction vs Feature Extraction

SVM (Train 5000 / Test 1000) [%]
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Default HOG
CNN

(10epoch, 0.9817)

MNIST 88.7 96.2

sRBM Feature 91.3 95.8 97.8
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3. Spike 
Counting Reconstruction vs Feature Extraction

MLP (Train 5000 / Test 1000) [%]
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Default HOG
CNN

(10epoch, 0.9817)

MNIST 93.2 97 98.17

sRBM Feature 90.8 96.4 97.3
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structure of DBN/Autoencoder

Output Feature

Input Feature

Feature

Image

4. Deep-
sRBM Learning from generated features

Recap
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4. Deep-
sRBM Learning from generated features
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4. Deep-
sRBM Learning from generated features
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5. Future 
Work Connecting Neuromorphic computing and AI 

17

Simulation?Neuromorphic?

Neuromorphic Simulation



5. Future 
Work Connecting Neuromorphic computing and AI 

https://www.sait.samsung.co.kr/saithome/
18



Thank you 
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